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We have studied the high-field phase behavior of the spin-chain compound Cu12x~Zn, Ni!xGeO3 by syn-
chrotron x-ray scattering in magnetic fields up to 13 T. The rich magnetic phase diagram of this system
includes uniform, low-field commensurate spin-Peierls~C!, high-field incommensurate spin-Peierls~IC!, and
Néel phases. For the pure system~x50!, we have determined the shape of the phase boundaries as well as the
incommensurability and harmonic content of the incommensurate lattice distortion in the IC phase as a func-
tion of field and temperature. The results are in good qualitative agreement with predictions based on the
soliton lattice model of the IC phase, but significant quantitative discrepancies are found. Dilution of the
copper oxide spin-1/2 chains with very small amounts~x;0.01! of spin-0~Zn! or spin-1~Ni! impurities results
in a short-range-ordered IC phase with an anisotropic correlation length comparable to the average impurity
separation. This presumably reflects strong pinning of the magnetic solitons to the impurities. For largerx the
long-range order is disrupted also in the C phase, and the system undergoes a Ne´el transition at low tempera-
tures. Aided by supplementary neutron-diffraction measurements, we construct magnetic phase diagrams for
the diluted systems. For these systems we also present detailed measurements of the incommensurabilities and
correlation lengths as a function of both field and temperature. The data are interpreted in terms of a simple
phenomenological model based on lifetime broadening of the spin excitations in finite-sized chain segments.
@S0163-1829~96!08934-5#

I. INTRODUCTION

Low-dimensional quantum magnets have long been of in-
terest as prototypical quantum many-body systems. In one
dimension, where particularly detailed information about the
correlation functions and excitation spectra is available,
problems related to interchain coupling and random disorder
are currently under intense investigation.

The recently discovered1 antiferromagnetic spin-chain
compound CuGeO3 offers a particularly rich testing ground
for theories of these phenomena: The material has a simple
structure, and very detailed, quantitative information about
the magnetic and lattice vibrational excitation spectra is
available. The material contains CuO2 antiferromagnetic
chains and allows for the controlled substitution of magnetic
and nonmagnetic impurities for the spin-1/2 Cu21 ions
through synthesis of the compounds Cu12x~Zn, Ni!xGeO3.
The influence of localized impurities on the spin correlations
can thus be systematically studied.

The spin chains are coupled through a spin-lattice inter-
action which arises from the dependence of the intrachain
superexchange interaction on the distance between the mag-
netic atoms. At temperatures below 14.3 K this interaction
leads to the formation of a dimerized~spin-Peierls! state2

whose magnetic signature is a collective singlet state with an
energy gap for triplet excitations. The magnetic ground-state

energy in the spin-Peierls state is lowered with respect to the
undistorted state. However, neutron-scattering experiments3

have also revealed a sizable interchain superexchange inter-
action which favors low-temperature Ne´el order. Remark-
ably, the introduction of magnetic and nonmagnetic impuri-
ties into the spin chains greatly affects the balance between
the two competing interchain interactions and induces a
zero-temperature transition from the spin-Peierls state to the
Néel state as a function of increasingx.4–7 The substitution
of Si impurities for Ge has a similar effect.8,9

In the pure system, the application of a sufficiently high
magnetic field has recently been shown to induce a transition
from the spin-Peierls phase into an incommensurately modu-
lated phase.10 This commensurate-incommensurate transition
results from a competition between the spin-lattice coupling,
which favors the formation of the nonmagnetic spin-Peierls
state, and the Zeeman energy, which is minimized for states
with a magnetic moment. X-ray11 and recently also NMR
~Ref. 12! experiments have shown that the high-field incom-
mensurate phase has the form of a soliton lattice. Each soli-
ton carries a spin-1/2, and as the field is increased the mag-
netization increases through continuous proliferation of
solitons. The soliton lattice phase persists in the diluted sys-
tems, but its long-range order is destroyed.

The interplay between the competing spin-lattice interac-
tion, spin-spin interaction, and Zeeman terms in the Hamil-
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tonian results in a rich phase diagram which is the subject of
this study. The experimental technique chosen, synchrotron
x-ray scattering, lacks dynamic information and is thus
complementary to neutron scattering. However, it has two
unique advantages for the study of this problem: First, its
high momentum resolution allows us to easily resolve the
small incommensurability in the modulated phase as well as
a small disorder-induced broadening of the Bragg reflections
in the diluted systems. Second, the high photon flux enables
us to detect satellite reflections 3–4 orders of magnitude less
intense than the primary structural superlattice reflections as-
sociated with the lattice distortion in the spin-Peierls state.
These superlattice reflections are in turn several orders of
magnitude less intense than the Bragg reflections character-
izing the undistorted lattice. The high photon flux also allows
us to study short-range spin-Peierls order in the diluted sys-
tems.

The remainder of this article is organized as follows: In
Sec. II details of the sample preparation and the experimental
setup are given. Section III contains experimental results on
the pure system which are compared to extant theoretical
predictions. In Sec. IV we present the results of measure-
ments on samples containing controlled amounts of magnetic
and nonmagnetic impurities, and a conclusion is given in
Sec. V.

II. EXPERIMENTAL DETAILS

Single crystals of Cu12x~Zn, Ni!xGeO3 were grown from
a CuO-rich flux at Princeton University, and by the floating-
zone technique at the University of Warwick. Three crystals
grown by the former technique were investigated: CuGeO3,
Cu0.985Zn0.015GeO3, and Cu0.98Ni0.02GeO3. These crystals
had typical dimensions 0.23232 mm along thea, b, andc
axes, respectively. A large Cu0.97Ni0.03GeO3 crystal of di-
mensions 33438 mm grown by the latter technique was
also studied. The elemental compositions of the crystals were
characterized by electron probe microanalysis. Supercon-
ducting quantum interference device magnetometry was used
to measure the susceptibility and determine the spin-Peierls
transition temperatures of the crystals. These were 14.3,
12.3, 12.0, and;10 K for the pure, 1.5% Zn-substituted, 2%
Ni-substituted, and 3% Ni-substituted crystals, respectively.
~As discussed in Sec. IV below, the transition temperature of
the Cu0.97Ni0.03GeO3 sample is significantly broadened by
disorder.! The measured transition temperatures are in agree-
ment with previous reports.

The x-ray experiments were carried out at beamline X22B
of the National Synchrotron Light Source with 8 keV x-rays.
The crystals were oriented and loaded into a 13 T split coil
vertical field superconducting magnet mounted on a two-
circle goniometer. A horizontal axis sample rotator inside the
magnet was used forin situ adjustments of the sample ori-
entation. Momentum resolutions of 0.005–0.01 Å21 ~full
width at half maximum! both parallel and perpendicular to
the scattering plane were determined by slits before and after
the sample in conjunction with the sample mosaicity. The
data were collected in a two circle mode near the~3.5, 1, 2.5!
superlattice reflection, with momentum transfers of the form
Q5~3.5K, K, L! in the ~horizontal! scattering plane.@Mo-
mentum transfers are quoted in reciprocal-lattice units

~r.l.u.!, that is in units of the reciprocal-lattice vectors
a*51.31 Å21, b*50.74 Å21, c*52.14 Å21.# The ~3.5, 1,
2.5! reflection is one of the brightest superlattice reflections
accessible with our experimental setup. Since the~3.5, 1, 0!
direction deviates only 9° from thea axis, the magnetic field
is applied almost along theb axis in this scattering geometry,
where the critical field is minimum. The value determined
from our data at low temperatures,Hc512.1 T, agrees well
with susceptibility measurements in this direction.13

The neutron-scattering measurements were performed on
the H4M triple-axis spectrometer at the High Flux Beam
Reactor at the Brookhaven National Laboratory in a pumped
helium cryostat. The~002! reflection of pyrolytic graphite
~PG! was used as the monochromator and the analyzer, the
beam collimations were 408-408-808-808, and the final neu-
tron energy was 14.7 meV. A PG filter was placed behind the
sample in order to eliminate higher-order contamination of
the scattered beam. The data were collected in a two-circle
mode in theb*2c* scattering plane.

III. PURE CuGeO3

CuGeO3 has an orthorhombic structure and contains cop-
per oxide spin chains extending in thec direction. Each cop-
per ion carries spin 1/2 and is octahedrally coordinated to the
neighboring oxygens, thereby forming a CuO4 chain.

14 The
nearest-neighbor anti-ferromagnetic superexchange obtained
by fitting inelastic neutron-scattering data to a des Cloiseaux-
Pearson dispersion isJc510.4 meV. The same data have
also been analyzed in terms of a model which includes next-
nearest-neighbor exchange interactions,15 resulting in
Jc1;13 meV andJc2;4 meV. This model reproduces both
the magnon dispersions and the temperature dependence of
the uniform susceptibility. The exchange constants perpen-
dicular to the spin chains are much smaller (Ja;0.1Jc ,
Jb;20.01Jc).

3

Pure CuGeO3 undergoes a spin-Peierls transition at 14.3
K. At the spin-Peierls transition the periodicity of the CuO2
spin chains doubles. As a consequence, structural superlat-
tice reflections at the commensurate positions~H/2, K, L/2!,
K odd, are observed below the transition temperature in dif-
fraction experiments.14 Figure 1 shows scans through the
~3.5, 1, 2.5! reflection of pure CuGeO3 in the spin-chain
direction. In magnetic fields up to;12 T a single diffraction
peak corresponding to the lattice dimerization is observed. In
higher fields the peak splits, and its position is then incom-
mensurate with the underlying lattice and is controlled solely
by the applied field. The lattice modulation wave vector is
only slightly different from its zero-field value, and hence
the corresponding diffraction peaks are observed in the vi-
cinity of the zero-field superlattice reflections. As previously
observed,10 the transition is very sharp, and C and IC reflec-
tions coexist over a narrow field range, signaling a first-order
transition. The data of Fig. 1 were taken at low temperature
~T54 K!. No significant changes were observed below this
temperature. As discussed further below, we have con-
structed a magnetic phase diagram for CuGeO3 consisting of
commensurate~C!, incommensurate~IC!, and uniform~U!
phases, by repeating these scans at higher temperatures. A
schematic of this diagram is shown in Fig. 2~a!.

In order to determine the harmonic content of the lattice
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modulation in the IC phase, we have taken data with high
counting statistics. Figure 3~a! shows such a scan atT54 K,
H512.4 T on a logarithmic scale. A weak third-harmonic
reflection is clearly visible. Scans through the third-harmonic
position at different fields are shown in Fig. 3~b!. As evident
from the figure, the amplitude of the third-harmonic reflec-
tion decreases markedly with increasing field. The peak in-

tensities and positions were extracted from these data by fit-
ting to Gaussians of width equal to the instrumental
resolution. The incommensurability of the third harmonic
was constrained to be three times that of the first harmonic.
In the region of phase coexistence some intensity at the com-
mensurate position was included in the fit. Only the peak
intensities and the incommensurability were fitted. As evi-
denced by the quality of the fits in Figs. 1 and 3, no other
parameters were necessary.

The field dependence of the incommensurability,DL, is
shown in Fig. 4~a!, together with the data for the diluted
samples that have reduced transition fields. In Fig. 4,DL is
measured from the commensurate peak position, that is,
DL50 corresponds to the lattice dimerization. The solid line
in Fig. 4~a! is the incommensurability calculated by Cross16

in high magnetic fields for the Heisenberg spin Hamiltonian:

DL5
2gmBH

pJcc
, ~1!

where g52.21 is the g factor in the magnetic-field
direction13 and c is the spin-chain lattice constant. The
theory of Cross takes into account only one harmonic of the
lattice modulation in the high-field phase and does not de-

FIG. 1. Scans through the~3.5, 1, 2.5! superlattice reflection of
pure CuGeO3 at T54 K for different magnetic fields. The solid
lines are results of the fits as discussed in the text.

FIG. 2. Magnetic phase diagram~a! and sketches of the posi-
tions of the magnetic Cu atoms within the spin chains in the uni-
form ~b!, commensurate~c!, and incommensurate~d! phases. For
clarity the atomic displacements were multiplied by 100. In~d!, the
solid line shows the amplitude of the lattice distortion of the form of
Eq. ~4! calculated with the measured parameters forH512.7 T. The
dashed line shows the corresponding distribution of the magnetiza-
tion calculated using an expression given by Buzdin, Kulic, and
Tugushev~Ref. 19!.

FIG. 3. ~a! Scans through the~3.5, 1, 2.5! superlattice reflection
of pure CuGeO3 at T54 K, H512.4 T on a semilogarithmic scale.
~b! Scans through the third-harmonic position of the same reflection
at different magnetic fields forT54 K. The solid lines are results of
fits as discussed in the text.

FIG. 4. ~a! Magnetic-field dependence of the incommensurabil-
ity DL for pure and diluted CuGeO3. The solid line is the prediction
of Eq. ~1! for the high-field incommensurability. The dashed line is
given by Eq.~2! in the text. ~b! Third-to-first-harmonic intensity
ratio as a function of the incommensurabilityDL of panel~a!. The
solid-line is the result of a fit to Eq.~5! in the text.
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scribe the behavior of the system near the C-IC transition
boundary, but the data of Fig. 4~a! from both pure and di-
luted samples are consistent with an asymptotic approach to
this line in high fields.

More recent theories17–20have taken all possible harmon-
ics of the fundamental wave vector into account and predict
that the lattice modulation has the more complex form of a
soliton lattice. As the phase boundary between IC and C
phases is approached by lowering the field, the period of the
lattice modulation is predicted to smoothly approach the
value corresponding to the dimerized lattice. In real space,
this translates into a divergence of the intersoliton distance.
The data shown in Fig. 4~a! are qualitatively consistent with
this behavior, although the divergence of the intersoliton dis-
tance does not come to completion as a first-order transition
intervenes.10 Such a weakly first-order transition was in fact
predicted by Buzdin, Kulic, and Tugushev19 who investi-
gated spin-Peierls systems in a magnetic field in the frame-
work of theXY model. According to their calculations, the
critical behavior of the incommensurability is given by

DL5
pD0

2vsln~4/g!
, ~2!

whereD0 is the zero-field spin excitation gap,vs5Jcc is the
spin-wave velocity for the XY model, and
(H2Hc)/Hc5g2ln~4/g!/2. As appropriate for CuGeO3, we
have substituted the spin-wave velocity for the Heisenberg
model,vs5pJcc/2, into Eq.~2!. The dashed line in Fig. 4~a!
is given by Eq.~2! with Jc510.4 meV andD052.05 meV
measured by Nishi, Fujita, and Akimitsu3 at T54 K, and
Hc512 T. Even with the correct value ofvs , the agreement
of the theory with the experimental data is not very close,
and further theoretical work is necessary to obtain a satisfac-
tory description of the critical behavior near the C-IC transi-
tion.

The intensity ratio of third and first diffraction harmonics,
I 3/I 1 , is plotted in Fig. 4~b! as a function of the incommen-
surability of Fig. 4~a!. While measuring the position of the
first harmonic, (DL), provides us with the value of the pe-
riod of the lattice modulation, the quantityI 3/I 1 parametrizes
the shape of the modulation,u(x), whereu is the displace-
ment of the magnetic atom at positionx along the spin chain
from its position in the uniform phase. We writeu(x) in
terms of its Fourier components,u(x)5(mamsin(mu),
whereu5qx andq is the momentum transfer along the spin
chain reduced to the first Brillouin zone. The intensityI n of
thenth diffraction harmonic is given by

I n;S E
0

p

du sin~nu!sinFQ(
m

amsin~mu!G D 2, ~3!

whereQ is the total momentum transfer along the spin chain.
Even if u(x) is a pure sine wave,u(x)5e sin(qx), Eq. ~3!
shows that higher diffraction harmonics should be present.
Specifically, I n;J n

2(Qe), whereJn is a Bessel function of
thenth order. However, ifQe!1, Eq.~3! simply reduces to
the Fourier transform ofu(x), andI 1;(Qe)2, I 25I 35...'0
for a sine wave. Based on a detailed crystallographic study,
Hirota et al.14 reportede50.0028c in the C phase at low
temperatures. For the reciprocal-space position studied in our
experiment we thus obtainQe50.04!1, so thatI n is simply

proportional to the square of the Fourier transform ofu(x).
~We find that to within ;10% the integrated intensity
summed over both IC reflections is the same as the inte-
grated intensity of the C reflection, which means that the
amplitudes of the C and IC lattice modulations are identical
within the experimental error.!

As expected from this argument, the intensity ratio of the
third and first diffraction harmonics of Fig. 4 is several or-
ders of magnitude larger than the one corresponding to a
sinusoidal lattice modulation in the IC phase.@Equation~3!
predicts thatI 3/I 1;1028 in such a case.# Hence the shape
of the lattice distortion is more complex and in fact is con-
sistent with theories that predict the existence of a soliton
lattice in the IC phase. In the soliton lattice model, the soli-
tons are well separated close to the C-IC transition, and the
lattice modulation resembles a square wave with a large har-
monic content. Far from the transition the soliton density
increases and the solitons overlap more strongly, so that the
harmonic content decreases. Also, because of the bond alter-
nation only odd harmonics are relevant for the IC lattice
modulation in spin-Peierls systems. All of these qualitative
features of the soliton lattice model are observed in the data
of Fig. 3.

A functional form that has been widely applied to multi-
soliton states in one-dimensional systems21,22 and to the IC
phase in spin-Peierls systems in particular18–20 is

u~ l !5~21! le snS lcGk ,kD , ~4!

where l designates a lattice site, sn(x,k) is a Jacobi elliptic
function of modulusk, andG is the soliton half width. The
intersoliton distance~half the wavelength of the lattice
modulation! is p/DL52kK(k)G, whereK is the complete
elliptic integral of the first kind. The Fourier coefficients of
u( l ) are23 a2m115[Y(2m11)/2/(12Y2m11)] e, where Y
5exp@2pK(A12k2)/K(k)#. Following our reasoning
above, we can thus write

I 3
I 1

5S Y

Y21Y11D
2

. ~5!

This allows us to implicitly expressI 3/I 1 as a function of
G and the measured incommensurabilityDL. The result of a
fit of this expression to our data is shown in the solid line of
Fig. 4~b!. We obtainG5~13.660.3!c, wherec52.94 Å is the
lattice constant in the spin-chain direction. In the field range
we investigated,G is comparable to the intersoliton distance
~;40270c!, and the solitons therefore overlap significantly.
A pictorial rendition of the actual soliton lattice specified by
Eq. ~4! with the experimentally measured parameters is
given in Fig. 2~d!.

Expression~5! was derived from Eq.~3!, which in turn is
based on a continuum approximation for the lattice modula-
tion. As a crosscheck on the validity of this approximation,
we have also numerically evaluated the structure factor of
thediscretelattice described by Eq.~4!. The exact ratioI 3/I 1
determined in this manner is in excellent agreement with the
approximate expression~5! over the entire field range we
investigated.
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We can compare our measurement of the soliton width to
predictions in the literature. For the~nearest-neighbor!
Heisenberg model, Nakano and Fukuyama17 obtain

G5
pJcc

2D0
, ~6!

where D0 is the zero-field excitation gap. UsingJc510.4
meV andD52.05 meV measured by Nishiet al.3 ~at T54
K!, we obtainG58.0c, significantly lower than the measured
value. The measured intensity ratio of third- and first-
harmonic reflections is actuallymore than a factor of 5
smaller than theoretically predicted.

In principle, the intensities of higher harmonic satellites
can be affected by a ‘‘static Debye-Waller factor’’ due to
pinning-induced randomness in the positions of the solitons.
We can get a rough estimate of the amount of disorder nec-
essary to produce such an effect by taking an analytic ex-
pression derived by Axe24 as a guideline. According to Axe,
phason disorder gives rise to a Debye-Waller of the form
exp~2n2^df2&! for the intensity of thenth harmonic satellite
of an incommensurate structure, where^df2& is the mean-
square phase fluctuation. Note that this expression is inde-
pendent of the total momentumQ. We will assume that the
impurities ~concentrationx! act as strong pinning centers,
that is, each impurity completely fixes the position of the
neighboring soliton, resulting in maximal phason disorder.
Each impurity thus shifts the phase of the lattice modulation
over a distance of;2G/c516 atoms by an amount of order
unity, so that̂ df2&;2Gx/c. By this argument, the concen-
tration of strong pinning centers needed to reproduce the
experimentally observed factor-of-five suppression of the
harmonic ratio is of the order ofx;1–2 %.

While this estimate provides a rough scale for the amount
of disorder which would have to be invoked in order to ex-
plain our observations, the expression given by Axe was ac-
tually derived for thermal phason disorder and rests on some
subtle approximations which may or may not be valid for
pinning-induced phason disorder. We have thus implemented
the above strong pinning model on a computer in order to get
a quantitative estimate of the effect of randomness in the
position of the solitons on the intensities of the satellite re-
flections. We have carefully eliminated finite-size effects by
directly calculating the structure factors of large systems
~;105 atoms! with randomly placed pinning centers. The
result of this calculation is shown in Fig. 5. The predicted
and observed intensity ratios of third- and first-harmonic sat-
ellites are shown as arrows in the figure. The exact calcula-
tion shows that a concentrationx;2.5% of strong pinning
centers is necessary to suppress the ratio to the observed
level, in good agreement with the analytical estimate. We
have also implemented various other models where, not sur-
prisingly, even more impurities would be necessary to repro-
duce the observations.

Fortunately, the effects of impurities on the spin-Peierls
state in CuGeO3 are very well documented. The highest
quality samples synthesized by various different methods in-
variably undergo the spin-Peierls transition at
TSP514.2–14.3 K. The transition temperature measured on
our CuGeO3 sample is 14.360.1 K. Both impurities in the
CuO2 chains~Zn, Ni! and Si impurities substituting for Ge

suppressTSP very rapidly, at rates of;1.5 and;7 K per
percent impurity concentration, respectively. Further, in Sec.
IV below we describe direct measurements of the effects of
Zn impurities in a dilute concentration of 1.5% on the widths
of the lattice modulation in the incommensurate state. In par-
ticular, for this concentration of impurities the lattice modu-
lation is only poorly correlated both parallel and transverse
to the spin chains, the satellite reflections are severely broad-
ened, and the peak intensities of the satellites are depressed
by a factor of 10 compared to those of the pure compound.

At a concentration level of 2.5%, the effects of impurities
acting as potential pinning centers are therefore readily rec-
ognized. Our direct electron microprobe analysis of the el-
emental compositions of our crystals is incompatible with
impurities at this scale of concentration. Moreover, the opti-
mal zero-field transition temperature and the complete ab-
sence of any broadening of the incommensurate Bragg re-
flections in our pure CuGeO3 samples demonstrate that the
impurity concentration must be at least an order of magni-
tude lower. The corresponding static Debye-Waller factors
for then51 andn53 satellites therefore do not differ appre-
ciably from unity. Similar arguments could be made for soli-
ton pinning by structural imperfections such as dislocations
and stacking faults, although little is known about the preva-
lence of such defects in CuGeO3. In any case, in order to be
relevant these would have to have an average separation of
about 100 Å~corresponding to a highly disordered crystal!,
which we regard as unrealistic.

The observed lower-than-predicted intensity ratio of these
satellites therefore almost certainly results from a larger-
than-predicted soliton width, not from pinning effects. It re-
mains to be seen in how far deviations from the simple
nearest-neighbor Heisenberg spin Hamiltonian15 or the ef-
fects of interchain superexchange coupling can account for
this discrepancy.

We now turn to the temperature dependence of the lattice
modulation. Figure 6 shows scans through the~3.5, 1, 2.5!
reflection taken atH512.4 T at different temperatures. Note
the non-monotonic temperature dependence of the C reflec-
tion which is absent at low temperatures, then becomes much

FIG. 5. Dependence of the third-to-first harmonic intensity ratio
on the densityx of strong pinning centers obtained in a numerical
calculation described in the text. The arrows are the predicted and
observed ratios, respectively.
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more intense than the IC reflections, and finally dips below
the IC reflections again before disappearing in the high-
temperature uniform phase. Again, these data were fitted to
resolution-limited Gaussians whose intensities are plotted in
Fig. 7~a! as a function of temperature. The IC reflections
exhibit a reentrant temperature dependence. The intensity
minimum of the IC reflections coincides with the intensity
maximum of the C reflection, but the IC intensity does not
actually go to zero because of the phase coexistence resulting
from the first-order nature of the C-IC transition. The reen-
trancy of the IC phase over a certain field range has been
anticipated by theories of the spin-Peierls transition16,19 @see
Fig. 2~a! and inset in Fig. 7#. Our observations are another
striking qualitativeconfirmation of these predictions.

Figure 7 also shows the temperature dependence of the
incommensurabilityDL and the ratio of third and first har-
monics I 3/I 1 . DL is markedly temperature dependent and
has two inflection points at the two consecutive C-IC transi-
tions. By contrast,I 3/I 1 is nearly temperature independent in
the temperature range in which we could reliably detect the
third harmonic. The C-IC phase boundary terminates in a
multicritical ~Lifshitz! point. Our experiments near this point
have thus far been limited by the small signal intensities and
insufficiently accurate temperature control, but improved
measurements are currently underway.

IV. Cu12x„Zn, Ni…xGeO3

The detailed description of the magnetic phase behavior
of the pure compound obtained in the previous section pro-
vides a solid basis for an investigation of the microscopic
origin of the dramatic effects of impurities on the magnetic
phase diagram. We have performed an extensive set of mea-

surements on three diluted samples: Cu0.985Zn0.015GeO3,
Cu0.98Ni0.02GeO3, and Cu0.97Ni0.03GeO3. The characteriza-
tion of these samples is described in Sec. II.

Figure 8 shows a typical set of longitudinal scans~parallel
to the spin chains! obtained on the Cu0.985Zn0.015GeO3 crys-
tal, both as a function of field and as a function of tempera-
ture. We have taken many such sequences of longitudinal
scans for all three samples. In addition, we have also taken
analogous sequences in the~3.5K, K, 0! direction transverse
to the spin chain direction. As noted above, this direction is
almost parallel to thea direction of the crystal lattice. The
data were fitted to two equal Lorentzians convoluted with the
Gaussian resolution function in the IC phase, and to a single
such peak in the C phase. The fitting parameters were the
Lorentzian width, the peak intensity and the incommensura-
bility.

Several features are readily apparent from the raw data of
Fig. 8: First, the diffraction peaks in the IC phase are sub-
stantially broadened, which reflects a loss of translational
long-range order. Figure 9 shows the fitted Lorentzian peak

FIG. 6. Scans through the~3.5, 1, 2.5! superlattice reflection at
H512.4 T at different temperatures. The solid lines are results of
fits, as discussed in the text. The data atT510.6 K were multiplied
by 5.

FIG. 7. Temperature dependence of~a! commensurate~filled
symbols! and incommensurate~open symbols! peak intensities;~b!
the incommensurability, and~c! the third-to-first harmonic intensity
ratio for pure CuGeO3 at H512.4 T. The inset in~b! shows the
trajectory followed in theH-T phase diagram. Note the reentrancy
of the IC phase.

7274 54KIRYUKHIN, KEIMER, HILL, COAD, AND PAUL



width ~half width at half maximum! as a function of field for
two samples, Cu0.985Zn0.015GeO3 and Cu0.97Ni0.03GeO3. Both
the longitudinal and the transverse widths saturate at high
fields. The correlation lengths corresponding to the satura-
tion values of Fig. 9 arejc5(8068)c andja5(1562)a for
Cu0.985Zn0.015GeO3, andjc5(2565)c andja5(2.560.5)a
for Cu0.97Ni0.03GeO3. The correlation lengths of
Cu0.98Ni0.02GeO3 are almost identical to those of
Cu0.985Zn0.015GeO3. As shown in the inset of Fig. 11, even
the C phase is only short-range ordered for Cu0.97Ni0.03GeO3,
whereas no broadening of the C Bragg reflections is ob-
served for the more lightly diluted samples within our reso-
lution. Scans in theb direction are less accurate due to the
limited stepping accuracy of our sample rotator. We can nev-
ertheless conclude thatja&jb , which qualitatively mirrors
the anisotropy of the zero-field critical fluctuations in pure
CuGeO3.

25

The longitudinal correlation lengths in the IC phase are
comparable to the average distance between the impurities in
the spin chains. This indicates strong pinning interactions
between the impurities and the magnetic solitons. 3% of such

impurities are sufficient to reduce the transverse correlation
length to only 2.5 lattice spacings, reflecting an almost com-
plete disruption of the transverse spin correlations. As the
Bragg reflections in the IC phase are broadened, the peak
intensity is reduced. The signal-to-background ratio is thus
not large enough to detect third-harmonic satellites for any of
the diluted samples. However, the integrated intensity of the
superlattice reflections does not change~to within a ;30%
experimental uncertainty! in going through the C-IC transi-
tion. This implies that the average displacement of the atoms
from their positions in the undistorted lattice remains ap-
proximately the same in the C and IC phases at a given
temperature.

The data of Figs. 8 and 9 differ from those of the pure
system~Fig. 1! in another respect. While for pure CuGeO3
the IC wave vector discontinuously jumps to a nonzero value
at the C-IC transition signaling a~weakly! first-order transi-
tion, there is no sign of such a discontinuity in the diluted
samples. Rather, the two broadened IC reflections simply
merge as the field is lowered. Over a range of;0.5 T the
peak width narrows continuously and becomes resolution
limited in the C phase. In a small field range the peak width
cannot be unambiguously extracted from the data as these
can be fitted to either a single, broad C peak or to two unre-
solved, narrower IC peaks. Due to this ambiguity there is a
small gap in the fitted peak widths in the vicinity of the C-IC
transition~Fig. 9!.

The field dependence of the longitudinal and transverse
peak widths depicted in Fig. 9 is best described as a disorder-
induced broadening of the C-IC transition. Similarly, as
shown in the order-parameter curves of Fig. 10, the
commensurate-to-uniform transition of Cu0.97Ni0.03GeO3 is
also markedly broadened. Such broadening of the zero-field
transitions was previously observed in Si-substituted
samples9 and was attributed to an inhomogeneity of the Si
content. However, direct measurements on our samples indi-
cate that the macroscopic concentration gradient is less than
0.1%. In view of the dilute impurity concentrations there is
also no plausible mechanism for creation of an astatistical

FIG. 8. Scans through ~3.5, 1, 2.5! position of
Cu0.985Zn0.015GeO3 at ~a! constant temperature~T54 K! and ~b!
constant field~H511.6 T!. The solid lines are results of fits as
discussed in the text.

FIG. 9. Magnetic-field dependence of the intrinsic width of the
superlattice reflections in the chain direction~sl!, and perpendicular
to it ~str! for Cu0.985Zn0.015GeO3 and Cu0.97Ni0.03GeO3 samples at
T54 K. The solid line is the result of a fit as discussed in the text.
The dashed lines are guides to the eye.

FIG. 10. IntensityI (T) of the ~3.5, 1, 2.5! superlattice peak for
Cu0.97Ni0.03GeO3 at different magnetic fields. The solid lines are
results of fits to a quadratic temperature dependence near the
maxima of I (T). The data atH59 and 10 T were multiplied by
factors of 3 and 4, respectively.
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distribution of the impurities on a microscopic or mesoscopic
scale.

We propose an alternative mechanism for the broadening
of the transitions. Specifically, as the spin chains are split
into segments by the impurities, the lifetime of the spin ex-
citations is expected to be limited by finite-size effects. A
rough estimate of this lifetime ist5l/vs , wherevs5pJcc/2
is the spin-wave velocity andl is the average distance be-
tween the impurities. The lifetime limitation is particularly
important at the zone center, where it results in a broadening
of the spin excitation gapD0;2 meV. TakingJc.10 meV
andl.30c for Cu0.97Ni0.03GeO3, the corresponding Lorent-
zian width of the zone-center spin excitation isdD0.0.25
meV. Neutron-scattering data indeed suggest that the spin
excitations in diluted CuGeO3 are broadened,

4 although poor
count rates make a quantitative determination of this effect
difficult. SinceD0, TSP, andHc are simply related~for in-
stance, D051.765TSP, mBHc50.75kBTSP in mean-field
theory!, we obtain

dD0

D0
;

dTSP
TSP

;
dHc

Hc
;0.1 ~7!

for Cu0.97Ni0.03GeO3. A similar estimate for
Cu0.985Zn0.015GeO3 yields;0.05 for these ratios.

In order to extractdTSP anddHc quantitatively from our
data, we assume Lorentzian distributions of the transition
temperature and field, which follows naturally from a
Lorentzian lifetime broadening of the spin excitations. For
the longitudinal width of the superlattice reflections at low
temperatures we write

sL~H !5sC1
1

p E
0

H

dh~s IC2sC!
dHc

dHc
21~h2Hc!

2 .

~8!

This allows for two different peak widthssC andsIC in
the C and IC phases, as observed and qualitatively explained
by the soliton pinning model discussed above. The result of
the fit with dHc5~0.7560.25! T and Hc5~760.5! T is
shown in Fig. 9. The ratiodHc/Hc is thus in good agreement
with our estimate in Eq.~7! above. Likewise we write

sL~T!5sC1
1

p E
0

T

dtsx50~T2t !
dTSP

dTSP
2 1~ t2TSP!

2 ~9!

for the temperature dependence of the longitudinal width at
low fields ~Fig. 11!. Following Refs. 25 and 26, we have
sx50 ~T2TSP!5s0@~T2TSP!/TSP#

1/2. The best fit was ob-
tained withs0;0.04 Å21 for Cu0.97Ni0.03GeO3, in the same
range as the values ofs0;0.15 Å21 ands050.015 Å21 re-
ported for pure CuGeO3 by Pouget et al.25 and Harris
et al.,26 respectively. Figure 11 shows that Eq.~9! with a
fitteddTSP/TSP;0.1 describes the overall temperature depen-
dence of the correlation length quite well, although there are
some systematic deviations. Similar analyses have been car-
ried out for the temperature and field dependences of the
order parameter and for the more lightly diluted samples, and
the results are also qualitatively consistent with our interpre-
tation.

Figure 12 shows the temperature dependences of the in-
commensurabilities in the Cu0.985Zn0.015GeO3 and

Cu0.97Ni0.03GeO3 samples at fields just above their respective
C-IC transition fields. It is apparent that the strong tempera-
ture dependence of the incommensurability in the pure sys-
tem @Fig. 7~b!# is rapidly diminished upon dilution, such that
the incommensurability becomes nearly temperature inde-
pendent in Cu0.97Ni0.03GeO3. The broadened IC reflections
and temperature-independent incommensurability observed
in this sample are reminiscent of similar observations in the
organic spin-Peierls compound TTF-CuBDT.27 This suggests
that the magnetic phase diagrams of TTF-CuBDT and its
derivatives studied extensively in the 1970’s~Ref. 2! are
strongly affected by disorder.

In accord with previous reports4–6 we find that the
Cu0.97Ni0.03GeO3 sample undergoes a Ne´el transition at low
temperatures. In order to study the transition to the antifer-

FIG. 11. Lorentzian peak width versus temperature for
Cu0.97Ni0.03GeO3 for different magnetic fields. The solid line is the
result of a fit as described in the text. The inset shows the diffrac-
tion profiles of the principal Bragg peak~4,1,2! and the superlattice
peak ~3.5, 1, 2.5! at H50 andT55 K, scaled to their respective
maximum intensities.dL is the deviation from the peak center
along thec* direction.

FIG. 12. Incommensurability versus temperature for 1.5% Zn-
and 3% Ni-substituted samples at different magnetic fields. The
lines are guides to the eye.
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romagnetically ordered state, neutron-scattering measure-
ments were performed on this sample. Figure 13 shows the
zero-field temperature dependence of the intensity of the~0,
1, 0.5! magnetic Bragg peak measured by neutron diffrac-
tion, along with the spin-Peierls dimerization peak~3.5, 1,
2.5! measured by x-ray diffraction. The Ne´el transition takes
place atTN;5 K, somewhat higher than previously reported
Néel temperatures. At the same temperature the spin-Peierls
dimerization peak intensity starts to diminish with tempera-
ture. Evidently, the onset of the Ne´el state suppresses the
spin-Peierls phase. The two phases coexist over some tem-
perature range belowTN . Similar behavior was observed
before in Si-substituted compounds.9 This implies the forma-
tion of separate domains of Ne´el and spin-Peierls phases.
Within our experimental error, the correlation length of the
spin-Peierls phase does not show any anomaly atTN ~Fig.
11!, which implies that the size of the dimerized domains
remains the same at low temperatures.

On a qualitative level, these observations can again be
understood in the context of a simple model based on the fact
that substitution of Cu by Zn or Ni produces finite-size chain
segments. Different behavior is expected for segments con-
taining even and odd numbers of spins: All spins can be
accommodated in singlets if the number of spins is even, and
such segments therefore naturally continue to undergo the
spin-Peierls transition. By contrast, a net unpaired spin exists
in segments containing an odd number of spins. It is plau-
sible to assume that the propensity to undergo the spin-
Peierls transition is significantly reduced in these segments,
and that the Ne´el state is the ground state under these cir-
cumstances. However, alternative models have also been
proposed.28

Although we did not perform neutron-scattering measure-
ments in magnetic fields, the reduction of the spin-Peierls
dimerization peak intensity with the onset of the antiferro-
magnetic order allows us to determineTN at various mag-
netic fields using the data of Fig. 10. The corresponding
magnetic phase diagram for the 3% Ni-substituted sample is
shown in Fig. 14. The low-temperature, low-field part of the

phase diagram contains coexisting spin-Peierls and Ne´el
states. The Ne´el temperatures at different fields were ex-
tracted by fitting the temperature dependence of the~3.5, 1,
2.5! peak intensity to parabolas, as shown in Fig. 10. Large
error bars for the transition to the uniform phase arise from
the broadened character of these transitions. At fields in ex-
cess of the C-IC transition field the intensity of the IC struc-
tural Bragg reflections increase monotonically with decreas-
ing temperature. From this we infer that the Ne´el state is
supplanted by the IC modulated phase at high fields. Of
course, this should be confirmed by neutron diffraction in
high fields.

V. CONCLUSION

In summary, the theoretical concepts developed in the
1970’s provide an excellent qualitative description of the
magnetic-field-induced C-IC transition in CuGeO3. In par-
ticular, we have confirmed the existence of the predicted
soliton lattice phase and found that the evolution of the lat-
tice modulation with magnetic field and the shape of the
phase boundaries are qualitatively consistent with theoretical
predictions. However, as the parameters characterizing the
spin excitation spectrum of CuGeO3 are all known to high
accuracy, we can go much further and test these theories on
a truly quantitative level. Here we found that the currently
available theories@all of which are based on a one-
dimensional~1D! nearest-neighbor Heisenberg Hamiltonian
coupled to 3D phonons# predict neither the soliton density
nor the soliton width in the IC phase correctly. Further work
is necessary to ascertain whether the origin of these discrep-
ancies lies in an inherent inadequacy of the approximations
underlying the work of Refs. 17–20, or whether additional
terms in the spin Hamiltonian of CuGeO3 ~such as interchain
or long-range intrachain exchange interactions! are respon-
sible.

The experiments on the diluted samples demonstrate that
~a! the IC phase is extremely sensitive to impurities: the IC
Bragg reflections are severely and anisotropically broadened,
revealing correlation lengths transverse to the spin chains as

FIG. 13. Temperature dependences of the intensities of the an-
tiferromagnetic~0, 1, 0.5! reflection measured by neutron scattering
~open symbols!, and of the~3.5, 1, 2.5! structural spin-Peierls re-
flection ~filled symbols, x-ray data! in Cu0.97Ni0.03GeO3.

FIG. 14. Tentative magnetic phase diagram for
Cu0.97Ni0.03GeO3 with U ~uniform paramagnetic!, SP ~dimerized
spin-Peierls!, IC ~incommensurate!, and AF ~antiferromagnetic!
phases.
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short as 2.5 lattice spacings for Cu0.97Ni0.03GeO3; ~b! both
the C-uniform and the C-IC transitions are depressed and
broadened; and~c! for Cu0.97Ni0.03GeO3 even the C phase
does not attain long-range order and is instead replaced by a
Néel phase at low temperatures. We were able to account for
these phenomena qualitatively by considering the conse-
quences of finite-size effects and soliton pinning. However,
many features of the experimental results are still puzzling,
and the IC phase and C-IC transition in pure and diluted
CuGeO3 remain unique and exciting testing grounds for
quantitative descriptions of quasi-1D magnets.
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